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Image Processed Tracking System of Multiple Moving Objects
Based on Kalman Filter
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This paper presents a development result for image processed tracking system of multiple
moving objects based on Kalman filter and a simple window tracking method. The proposed
algorithm of foreground detection and background adaptation (FDBA) is composed of three
modules: a block checking module (BCM), an object movement prediction module (OMPM),
and an adaptive background estimation module (ABEM) . The BCM is processed for checking
the existence of objects. To speed up the image processing time and to precisely track multiple
objects under the object's mergence, a concept of a simple window tracking method is adopted
in the OMPM. The ABEM separates the foreground from the background in the reset simple
tracking window in the OMPM. It is shown through experimental results that the proposed
FDBA algorithm is robustly adaptable to the background variation in a short processing time.
Furthermore, it is shown that the proposed method can solve the problems of mergence, cross
and split that are brought up in the case of tracking multiple moving objects.
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1. Introduction

In the most image sequence processing systems
for tracking target objects, the first important step
is to separate the foreground from the background
and then to detect precisely the motions regardless
of their speed, direction or texture. The second
step is to minimize the tracking error and to get
the stable tracking (Karmann et aI., 1990 and
Nagel, 1987). There are several methods to track
object and to extract its trajectory: a method
based on the optical flow (Nagel, 1987), a simple
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window tracking method (lee, 1994), difference
image method, maximum greyvalue holding met­
hod (Kim, 1998 and Wu, 1996), Kalman filter
method rPark, 1998; Gonzalez, 1992) and so on.
But these approaches did not consider handling
objects under the variation of the background.
Karmann and Brandt, 1990, presented an algor­
ithm in which the process of the greyvalue varia­
tion in a background image sequence is described
as a signal processing system. Disadvantages of
the Karmann and Brandt's approach are that the
calculation time of the algorithm is long due to
the process of the full-size image and the imple­
mentation of the algorithm is very complex in
actual application because of many assumptions.
Furthermore, only separating foreground from
background in a single object is done and the
tracking is never considered.

In this paper, in order to realize short pro-
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Let us define the state variable vector as

The output equation is given by

(8)

(5)

(3)

(2)o

¢Ii [ (k+ I) LIt] -¢li(kLIt)
LIt

d¢l;(t) _ ¢li(t+LIt) -¢li(t)
dt LIt

Now, let us define

Discretizing the state vector Si with sampling
time, LIt using Taylor's series expansion and dif­
ference approximation method, the system equa­
tion is given by

For simplicity, let (k+ 1)LIt be (k+ I) in Eq.
(5). Then from Eq. (5), the following discretized

equation can be obtained.

¢li(k+1) =¢i(k) LIt + ¢Ii (k) (6)

. d¢l;{t)
¢li(k) ~ dt I t=lo.lt, (k=O, 1,2, ... ) (4)

Using t=kLIt and substituting (3) into (4), Eq.
(4) is rewritten by

[

I LIt 0
o 1 0

where, A= 0 0 I

000

We assume that a moving object keeps the

constant distance in the z direction and moves
with constant velocities in the x and y directions.
If the sampling time, LIt, is sufficiently small, the

first derivative of ¢Ii can be rewritten as follows;

where, ¢I;= [x; Yi Zi)T denotes coordinate axes in
x, Y and z direction for each object (i = 1, 2, "',

n), m, is its mass, fl.i is its damping coefficient
and I;(t) is its external force at time t.

In image processing system for a moving object
captured by CCO camera, the damping and ex­
ternal forces in Eq. (1) can be ignored, then Eq.
(I) can be rewritten by

d2¢1;(t)
m, dt'

2. Modeling of Multi-Dimensional
Moving Objects

cessing time and to robustly track the multiple
target objects under background noise or arbitra­
ry disturbance, an image processed tracking
algorithm incorporating the Kalman filter with a

simple window tracking method is presented. The
Kalman filter is used for three objectives such as
background adaptation under noises or disturb­
ance, object detection in block checking proce­
dure and object tracking to reset the simple win­
dow according to the movement of the detected
target object. The simple window tracking meth­
od is adopted to speed up the tracking time and to
precisely track multiple objects under mergence,
cross and split. The developed algorithm called
FDBA (foreground detection and background
adaptation) algorithm includes three modules: a
block checking module (BCM), an object move­
ment prediction module (OMPM), and an adap­
tive background estimation module (ABEM).
The BCM based on the Kalman filter is processed
for detecting the appearances of new objects in
sight of CCO camera. Recognized objects are
modeled under assumptions that the moving
objects have a constant distance in z direction and
move with constant velocity in x and y directions.
This model is used for Kalman filter design in
order to predict the position of objects in the
OMPM. ABEM separates the foreground from the
background inside the simple window. The back­
ground dynamics of each pixel is modeled and its
estimation is realized by the Kalman filter.

It is shown through some experimental results
that the proposed FOBA algorithm is robustly
adaptable to the variation of the background
affected by arbitrary disturbance and it takes
short processing time in spite of tracking multiple

objects.

This section presents a dynamic model for
describing the motion of multi-dimensional mov­
ing objects. The dynamic equation for multi­
dimensional moving objects can be represented as

Jollows;
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(9)

where, C=[~ ~ ~ ~J

We can see that the system equation for each
object does not relate to its mass. Therefore, all
the system equations for multiple objects have the
same form. The system output, Yi(k) is given by
the positions in x and y directions which are
calculated at each sampling time k by image
processing measurement using a stationary CCD
camera with fixed focal length.

3. FDBA (Foreground Detection and
Background Adaptation) Algorithm

The FDBA algorithm is to track the moving
object in image sequences with the variations of
the background and the illumination based on the
Kalman filter. It also can track multiple moving
objects and can overcome some problems such as
mergence, cross and split generated in case of
tracking multiple moving objects. That is, when a
dynamic model is used by Kalman filter in order
to predict the positions of objects, the next-step
positions of objects become known. So objects are
separated properly by comparing predicted posi­
tion with measured position after one step process
when objects are merged, split and crossed with
each other. This algorithm is composed of BCM
(Block Checking Module) , OMPM (Object Move­
ment Prediction Module) and ABEM (Adaptive
Background Estimation Module). The following
subsections will explain the detailed functions of
each module and step-by-step algorithm of the
FDBA.

3.1 Object tracking algorithm using kalman
filter

The system dynamic equations of the previous
Sec. 2, which are linearized in sufficiently small
time intervals, are rewritten here by including
noises as

si(k+1) =Asi(k) +w(k) (10)
Yi(k) =Csi(k) +v(k) (11)

where, Si (k) is the state variable vector, v (k) and

w (k) are the uncorrelated white noise vectors
that are characterized by zero-mean and by the
covariance matrices Q and R as follows;

E[w(k)]=O, E[v(k)]=O (12)
E[w (k) w(j) T] = Q8 (k, j) (13)

E[v (k) v (j) T]=R8(k, j) (14)
E[w(k) v(j) T]=0 (15)

where, E[ . ] denotes the mean value and 8(k, j)

denotes the Kronecker delta function.
Usually, the Kalman filtering method is realiz­

ed by assumption that the best information of a
system state is obtained by an estimation, which
explicitly takes account of the measurement noise
of the system state values.

The estimation at time k is given by

u» = f; (k) + K, (k) [y;(k) - ce. (k)] (16)

with a prediction term

(17)

where Yi(k) is the system output and becomes the
input for Kalman filter. Ki(k) is the Kalman gain
matrix.

For the computer application, the discrete
Kalman filter must be implemented-.The discrete
Kalman filter has two steps at each time k. One is
the time update, by which t,(k- 1)is updated to
ti(k/k-I), and the other is measurement up­
date, by which the system output Yi(k) at time
k is incorporated to provide the updated estimate
ti(k). The Kalman filter equations for the dis­
crete system are represented as follows;

Time update: (Effect of system dynamics)

Error covariance:
Pi(k+l/k) =APi(k)AT+Q (18)

Estimate update:
ti(k+I/k) =Ati(k) (19)

Measurement update:
(Effect of measurements r,(k»

Error covariance:
P;(k+ 1)= (I - Ki(k+ 1) C) Pi(k+ 1/ k) (20)
K i(k+1) =Pi(k+1) CTR-1 (21)

Estimate update:

ti(k+l) =ti(k+I/k)
+K(k+l) (Yi(k+1)
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where,

where,

(27)

Image SEJquenoes

I~

a

d(k) = Is(k) - s(k)1

a

Trigger (k) =

s, (k) ={a when Trigger (k) =0
/3 when Trigger (k) = 1

o if{ls(k)-s(k-I)!>bandAND
sign(s(k) -s(k-l)) >O}

OR m(k-I)=l
if {I s(k) -s(k- I) I>band AND

sign(s(k) -s(k-l)) <O}
OR m(k-I)=O

th,eshold Ih

Fig. 1 Concept of Kalman filtering to image
sequence

filter can be applied to this system sufficiently.
To implement the Kalman filter for the back­

ground adaptation, the Riccati equation may be
solved in off-line before the implementation to
compute the error covariances and the Kalman
gain, Ks (k). The Kalman gain may then be
stored in computer memory. The estimating recur­
sion in equations (20) and (21) is performed by
using the stored values of Kb(k).

In this study, as shown in Fig. 1, two Kalman
gain values a and /3 are obtained in off-line for
clearly separating the foreground from the back­
ground. That is, at point A, if the variation of the
actual greyvalue, S (k), is larger than the band in
Fig. 1, the Kalman gain for slow estimation of the
actual greyvalue is chosen as /3. Otherwise, the
Kalman gain for fast estimation of the actual
greyvalue is a. When the gain /3 is adopted to the
Kalman filter in the region II, the absolute value
of the difference, d (k) between the actual grey­
value, s(k) and the estimated greyvalue, hat s(k)

becomes large. So the foreground can be separated
from the background by comparing the difference,
d (k) with the threshold, tho The Kalman gain for
the background adaptation is given then by the
following image processing condition;

Kalmen G8In

(26)

(22)

~ [S(k)]
~i(k) = §(k)

-Cfi(k+ 1/k))

with a prediction term

(; (k) =Ab§i (k-l)

~i(k+l) =Ab~i(k)+wb(k) (23)
1}i(k) =Cb~i(k) +vb(k) (24)

The greyvalue of a pixel, S (k) of the frame at
sampling time k given by a stationary CCD cam­
era with fixed focal length is put into the system
input for Kalman filter. S (k) is the greyvalue
variety. The system state at time k is represented
by hat s(k) corresponding to the estimated pixel
background greyvalue in position (x, y), and
§(k) is the estimated variety. The system is
observable although it is unstable. So the Kalman

~i (k) is the state variable vector, A b is the state
transition matrix given by Karmann et al, 1990,

Cb is the measurement matrix, 1}i(k) is the output
variable vector, Vb (k) and wb (k) are denoted as
the uncorrelated white noise vectors that are
characterized by zero-mean and by the cov­
ariance matrices Qb and R;

The background estimation at time k is given
by the following equation similar to Eq. (16);

§i(k) =(;(k) +Kb(k) [siCk) - Cb{;(k)] (25)

The computations of the gain matrix, involving
both the estimate recursion and the error cov­
ariance recursion in Eqs. (18)-(22), may be
performed on-line in real time.

3.2 Kalman filter for background adaptation
The process of greyvalue variation in a back­

ground image sequence is described as a signal
processing system (for each pixel). The system
state is represented by the greyvalue and the first
derivative of the greyvalue. The background
dynamics of each pixel in this system is modeled
as follows;



Image Processed Tracking System of Multiple Moving Objects Based on Kalman Filter 431

divide a tul-size image into each blocks

computethe mean of the gray level of
pixels

detect the object by Kalman filter

No

set the simplewindow to block

objec:tn

'-- --' ,--_---'L..-_--, IOMPM.ABEM

Fig. 2 Flowchart of BCM

m(k-l)={l if d(k-l)~th (28)
o else

d(k-l)=ls(k-l)-§(k-l)1 (29)

th=const, Vx, y, k (30)

where, Trigger(k) is introduced to divide the reg­
ion I, II and III in Fig. 1. m(k-l) is a binary
image representing the segmentation of the pixel
at position (x, y) at time k-l. The greyvalue is
1 for the foreground and 0 for the background.
And th denotes a threshold value.

3.3 Block checking module
Figure 2 shows the flowchart of the BCM. In

order for the BCM to check existence of multiple
moving objects, the full-size image is divided into
the appropriate blocks depending on the size of
the target objects, and the mean greyvalue of the
pixels inside those blocks is taken. When a sud­
denly changed greyvalue in a block is checked by
the Kalman filter, we can judge that there exists
an object to be tracked. If a new object is searched
in any blocks, the simple window is set to the
blocks for the OMPM and the ABEM. The BCM
estimates the mean greyvalue in each block which
is regarded as a large sized pixel. So the matrix
operations implemented by the Kalman filter are
less in the BCM than in the processing of the full­
size image.

New simple window
I

•
•

(~ (~ (~

Fig. 3 Concept of the simple window; (a) At k-l
(b) Processing at k (c) Processed at k

3.4 Object movement prediction module
In this module, a new concept of a simple

window is proposed for high speed image process­
ing and real time tracking. Figure 3 shows the
concept of the simple window for the object
tracking. If the size ofa target object is known, we
can set a proper size window, called a simple
window, around the target object. The target
object in the old simple window moves from the
position at time k-l to the point at time k as
shown in Fig. 3 (a). At time k, the new simple
window is reset around the predicted position
with appropriate speed according to the given
sampling time by using the Kalman filter explain­
ed in subsection 3.1 as shown in I of Fig. 3(b).
The position of the target object in the new simple
window is detected by ABEM as shown in Fig.
3 (c). This module resets iteratively the new
simple window for the ABEM with the informa­
tion for the estimated position of the target object.

For multiple objects, the simple windows are
set as many as the number of objects and each
simple window is moved individually with each
position and velocity. Furthermore, it is shown
that the estimation for next-step positions of
objects can be possible to solve the problems of
mergence, cross and split that are brought up in
case of tracking multiple moving objects.

3.5 Adaptive background estima.tion module
This module separates the foreground from the

background in the reset simple window based on
the algorithm which can be applied robustly for
the background under the illumination change.
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Figure 4 shows an example for the ABEM. When
a car moves into the simple window, the fore­
ground is separated from the background with the
illumination variation by the daylight. The back­
ground dynamics of each pixel in the region
inside the simple window is modeled as shown in

Fig. 4 Example of the ABEM

subsection 3.2 and the background estimation is
realized by Kalman filter.

When the Kalman filter is implemented in the
computer application, the concept of the simple
window plays an important role in reducing the
matrix operations for each pixel inside regions
including the moving objects. Figure 5 shows a
flowchart of the OMPM and the ABEM. Figure 6
shows the concept of FDBA algorithm.

predld the position of deteded object by
the Kalman filter

reset the simple window

object detection and background adaptation
by the Kalman filter

compute the coordinate of the object

I
Fig. 5 Flowchart of OMPM and ABEM

...._-- - -_. "'" ~- _.-. ,. .

Kalman Filtering with
Block

'fr'

FD : Foreground Detection
BA : Background Adaptation
KF : Kalman Filter

Fig. 6 Concept of FDBA algorithm
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•
•mergence
(frafM No..11)

et08t
lframe No. 12)

•split
(frame No.13)

Fig.8 Detected object in image sequences (Obj. I)

(a) (b)

(a) Sampled image sequences(30 frames)
(b) Crossing state

Fig. 7 Sampled image sequences and overlayed
imagetframe No.3, 12 and 19)

4. Results and Consideration

The input image sequence is an image drawing

arbitrary target object to be detected on the actual
image in 100X 100 (pixels) size. Figure 7 shows

sampled image sequences and an overlayed image

with frame No.3, 12 and 19. The input image

sequences of the 30 frames (6 X5 frames) with
100 X 100 (pixels) size are shown in Fig. 7 (a) and

the numbers are frames numbers. Figure 7 (b)

shows the states of mergence, cross and spit as an
overlayed image with frame No.3, 12 and 19 in

Fig. 7 (a). Object 1 moves into lower right direc­

tion, and the other object 2 moves into upper

right direction.
The FDBA is applied to the image sequences

with the background variation and crossing of

two objects without a collision. Figures 10 and 11
show that two objects can be tracked properly by

the simple window ( 15 times 15 pixels) under the

mergence, cross and split. Object 2 was checked in

frame 3 by the BCM, and the ABEM and the
OMPM were carried out iteratively for the back­

ground adaptation and the movement prediction
respectively.

Figures 10 and 11 show the system behaviour

and the estimation error, d (k) in points A and B
in Fig. 7. The target object passed through A

point and leaves of a tree are moved by the wind

Fig. 9 Detected object in image sequences (Obj. 2)

to B point. In Fig. 10, the estimated background

greyvalue at point A, dotted line is successfully

estimated with the greyvalue of about 0.4

although the greyvalue of the actual object at
point A, the continuous line is decreased to about

zero. Figure 11 shows the absolute value of dif­

ference, d (k) between actual greyvalue and

estimated greyvalue of each frame in points A and
B. The foreground can be separated from the

background by comparing d (k) with the thresh­

old, tho So the object inside the simple window
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Table 1 Processing time per one frame

can be effectively detected under the background
variation that is regarded as system noise (move­
ment of the leaves and daylight).

Table 1 shows the processing time of the FDBA
per one frame (I {)() X 1()() pixels) . From the results,
the processing time of the proposed FDBA using
one simple window (15 X 15 pixels) .is about ten
times faster than the processing time of the full­
size image (1{)() X 1()() pixels). In addition, the
tracking of multiple moving object using two
simple windows is about four times faster than the
processing of the full image.

Tracking methods

Karmann et al
(the full-size image)

FDBA
(one simple window)

FDBA
(two simple window)

Processing time

2.97sec/frame

O.33sec/frame

O.67sec/frame

5. Conclusions

In this paper, in order to realize short process­
ing time and to track robustly the multiple target
objects under background variation, an image
processed tracking algorithm, FDBA incorpora­
ting the Kalman filter wih a simple window
tracking method is presented. The Kalman filter is
used for three objectives such as the object detec­
tion, the background adaptation and the object
tracking. The experimental results show that the
proposed FDBA algorithm can be applied effecti­
vely for tracking multiple objects that are subject
to the variations of the background and illumi­
nation, and can be processed with fast processing
time. Furthermore, the proposed method can
solve the problems of mergence, split and crossing
brought up in the case of tracking multiple mov­
ing objects by predicting the next-step positions
of objects.
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